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Abstract

This paper presents FloVD, a novel optical-flow-based
video diffusion model for camera-controllable video gen-
eration. FloVD leverages optical flow maps to represent
motions of the camera and moving objects. This approach
offers two key benefits. Since optical flow can be directly
estimated from videos, our approach allows for the use of
arbitrary training videos without ground-truth camera pa-
rameters. Moreover, as background optical flow encodes 3D
correlation across different viewpoints, our method enables
detailed camera control by leveraging the background mo-
tion. To synthesize natural object motion while supporting
detailed camera control, our framework adopts a two-stage
video synthesis pipeline consisting of optical flow genera-
tion and flow-conditioned video synthesis. Extensive exper-
iments demonstrate the superiority of our method over pre-
vious approaches in terms of accurate camera control and
natural object motion synthesis.

1. Introduction
Video diffusion models have made significant strides in
generating high-quality videos by leveraging large-scale
datasets [3–5, 12, 14, 22, 26, 31, 39]. However, they often
lack the ability to incorporate user-defined controls, partic-
ularly in terms of camera movement and perspective. This
limitation restricts the practical applications of video diffu-
sion models, where precise control over camera parameters
is crucial for various tasks such as film production, virtual
reality, and interactive simulations.

Recently, several approaches have introduced camera
controllability to video diffusion models. One line of meth-
ods uses either text descriptions or user-drawn strokes that
describe background motion as conditional inputs to rep-
resent camera motion [6, 22, 25, 33, 40]. However, these
methods support only limited camera controllability, such
as zoom and pan, during video generation.

More sophisticated camera control has been achieved
by directly using camera parameters as inputs [2, 11,
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Figure 1. Synthesized video frames with ’zoom-out’ camera mo-
tion. X-t slice reveals pixel value changes along the red line. Our
method shows natural object motion and accurate camera control,
while CameraCtrl [11] produces a foreground object without mo-
tions, and MotionCtrl [33] produces artifacts.

18, 32–35, 38, 41, 42]. In particular, recent methods em-
bed input camera parameters using the Plücker embed-
ding scheme [27], which involves embedding ray origins
and directions, and feed them into video diffusion mod-
els [2, 11, 35, 42]. While these approaches offer more de-
tailed control, they require a training dataset that includes
ground-truth camera parameters for every video frame. Ac-
quiring such datasets is challenging, leading to the use of re-
stricted datasets that primarily consist of static scenes, such
as RealEstate10K [43]. Consequently, they suffer from lim-
ited generalization capability, producing videos with unnat-
ural object motions and inaccurate camera control (Fig. 1).

To enable realistic video synthesis with natural object
motions and accurate camera control, our key idea is using
optical flow as conditional input to a video diffusion model.
This approach provides two key benefits. First, since opti-
cal flow can be directly estimated from videos, our method
eliminates the need for using datasets with ground-truth
camera parameters. This flexibility enables our model to
utilize arbitrary training videos. Second, since background
motion of optical flow encodes 3D correlations across dif-
ferent viewpoints, our method enables detailed camera con-
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trol by leveraging the background motion. As a result, our
approach facilitates natural object motion synthesis and pre-
cise camera control (Fig. 1).

Based on the key idea, this paper presents FloVD, a novel
camera-controllable video generation framework that lever-
ages optical flow. Given a single image and camera param-
eters, FloVD synthesizes future frames with a desired cam-
era trajectory. To this end, our framework employs a two-
stage video synthesis pipeline: optical flow generation and
flow-conditioned video synthesis. We generate optical flow
maps representing motions of the camera and moving ob-
jects from the input image and camera parameters. This flow
maps are then fed into a flow-conditioned video synthesis
model to generate the final output video.

To synthesize natural object motion while supporting de-
tailed camera control, FloVD divides the optical flow gener-
ation stage into two sub-problems: camera flow generation
and object flow generation. First, we convert input camera
parameters into optical flow of the background motion by
using 3D structure estimated from the input image. Next,
an object motion synthesis model is introduced to generate
the optical flow for object motions based on the input im-
age. By combining both the background and object motion
flows, we obtain the final optical flow maps.

Our contributions are summarized as follows:
• We present a novel camera-controllable video gener-

ation framework that leverages optical flow, allowing
our method to utilize arbitrary training videos without
ground-truth camera parameters.

• To achieve detailed camera control and high-quality video
synthesis, we adopt a two-stage video synthesis pipeline,
flow generation and flow-conditioned video synthesis.

• Extensive evaluation demonstrates the effectiveness of
our method, showcasing its ability to produce high-
quality videos with accurate camera control and natural
object motion.

2. Related Work

2.1. Camera-Controllable Video Synthesis

Following the tremendous success of video diffusion
models, numerous efforts have been made to integrate
camera controllability into the video generation process.
MovieGen [22] uses text descriptions that describe cam-
era motions to control camera motion. MCDiff [6], Drag-
NUWA [40], and MotionI2V [25] enable camera control
through user-provided strokes, manipulating background
motion to adjust camera movement. AnimateDiff [9] and
Direct-a-video [38] enable camera control by training mod-
els on an augmented video datasets that contain simple cam-
era movements, such as translation. While these methods
offer basic camera control with high-level instructions such
as zoom and pan, they lack the detailed control capability

for user-defined specific camera motions.
Recent methods have demonstrated detailed control of

camera movement by using desired camera parameters as
conditional input. To this end, these approaches train mod-
els on datasets that provide ground-truth camera parameters
for every video frame. MotionCtrl [33] directly projects the
camera extrinsic parameters onto the intermediate features
of a diffusion model, while CameraCtrl [11] leverages the
Plücker embedding scheme [27] to encode the camera ori-
gin and ray directions as conditioning input. CamCo [35]
and CamI2V [42] enhance camera control through an epipo-
lar attention mechanism across video frames. VD3D [2] en-
ables camera motion control within the video synthesis pro-
cess of transformer-based video diffusion models.

While these methods support detailed camera control,
they are primarily trained on restricted datasets [43] due
to the requirement for camera parameters during training.
This limitation degrades the generalization ability and leads
to unnatural object motion synthesis. In contrast, our model
can be trained on arbitrary videos by leveraging optical flow
maps as input, which can be robustly estimated using recent
optical flow estimation models [28].

2.2. Object Motion Synthesis

Besides camera motion control, controlling object motion
during video generation has been practiced either by utiliz-
ing user-provided inputs or by learning the distribution of
object motion from data. Several studies employ user-stroke
input [6, 10, 25, 40] or modulation of attention maps during
diffusion model’s denoising process [38] to enable desired
control of object motion. Another research direction focuses
on synthesizing object motion by learning the diverse mo-
tions present in video datasets [7, 8, 15, 19, 30]. Given a
single image, these methods synthesize flow maps to repre-
sent natural object motion and use them to animate the input
image. However, these methods are primarily aimed at ob-
ject motion synthesis and do not support detailed camera
motion control during video generation.

3. FloVD Framework
Fig. 2 presents an overview of FloVD. Our framework takes
an image Is and camera parameters C = {Ct}Tt=1 as input
where t is a video frame index, and T is the number of video
frames. Ct is defined as a set of extrinsic and intrinsic cam-
era parameters. Given the input conditions, our framework
synthesizes a video I = {It}Tt=1 that starts from Is as the
first frame and follows the input camera trajectory, where It
is the t-th video frame.

FloVD consists of two stages. First, the flow generation
stage synthesizes two sets of optical-flow maps that rep-
resent camera and object motions using 3D warping and
an object motion synthesis model (OMSM), respectively.
We refer to these optical flow maps as camera flow maps
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Figure 2. Overview of FloVD. Given an image and camera parameters, our framework synthesizes a video frames following the input
camera trajectory. To this end, we synthesize two sets of optical flow maps that represent camera and object motions. Then, two optical
flow maps are integrated and fed into the flow-conditioned video synthesis model, enabling camera-controllable video generation.

and object flow maps. These flow maps are integrated to
form a single set of optical flow maps, which we refer to as
camera-object flow maps. In the subsequent stage, a flow-
conditioned video synthesis model (FVSM) synthesizes a
video using the input image Is and the camera-object flow
maps. In the following, we describe each stage in detail.

3.1. Flow Generation

Camera flow generation. In the flow generation stage,
we first generate camera flow maps Fc = {f c

t }Tt=1 where
f c
t is an optical flow map from the first frame to the t-

th frame. To generate camera flow maps reflecting the 3D
structure in the input image Is, we estimate a depth map ds

from Is using an off-the-shelf single-image 3D estimation
network [37]. Using the estimated depth map, we unpro-
ject each pixel coordinate xs in the input image Is into the
3D space. Then, for each t, we warp the unprojected co-
ordinates and project them back to the 2D plane using Ct

to obtain the warped coordinate xt. Finally, we construct
the camera flow map f c

t by computing displacement vec-
tors from xs to xt.

Object flow synthesis. In this stage, we also generate ob-
ject flow maps Fo = {fo

t }Tt=1 that represent object motions
independent of background motions. To this end, we de-
velop OMSM based on the latent video diffusion model [3].
Specifically, as shown in Fig. 3(a), OMSM consists of a de-
noising U-Net, and an encoder and decoder of the latent
video diffusion model’s variational autoencoder (VAE). In
OMSM, the input image Is is first encoded by the VAE en-
coder. Then, the denoising U-Net takes a concatenation of
the encoded input image and a noisy latent feature volume
as input, and iteratively denoises the latent feature volume
to synthesize latent object motion flow maps. Finally, the
VAE decoder decodes the synthesized result and produces
object flow maps Fo.

Inspired by Marigold [17], we utilize the VAE decoder of
the latent video diffusion model, which is trained on RGB
images, for decoding object flow maps without any archi-
tectural changes or fine-tuning. Specifically, from the three
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Figure 3. Network architectures of OMSM and FVSM.

output channels of the VAE decoder corresponding to RGB,
we use only the first two channels for the x and y com-
ponents of an object flow map. Our training process also
involves the VAE encoder. Like the VAE decoder, we use
the VAE encoder of the latent video diffusion model with-
out any architectural changes or fine-tuning. For the three
input channels of the VAE encoder, we feed the x and y
components of an object flow map, along with their aver-
age (x+ y)/2. We verified that the optical flow map can be
reconstructed from the encoded latent feature with a negli-
gible error without any modification of the VAE.

Flow integration. Once the camera and object flow maps,
Fc and Fo, are generated, we obtain camera-object flow
maps F = {ft}Tt=1 by combining them. The integration is
performed as follows.

First, we estimate a binary mask Mobj from the input
image Is using an off-the-shelf segmentation model [23],
which indicates pixels corresponding to moving objects. We
use a single binary mask Mobj for t, as all flow maps are
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forward directional optical flow maps from the first frame
to the t-th frame. Based on Mobj , we combine f c

t and fo
t .

Specifically, for each pixel x specified by Mobj , we com-
pute its displaced position x′ using the object motion in fo

t

as x′ = x+fo
t,x, where fo

t,x is the optical flow vector in fo
t at

pixel x. Next, we transform x′ using the camera parameter
Ct and the depth map ds, obtaining x′

t, which represents the
displaced position of x at the t-th frame due to both cam-
era and object motions. We then compute the flow vector
f ′
t,x = x′

t − x. Finally, we derive the camera-object flow
map ft as:

ft,x = (1−Mobj
x ) · f c

t,x +Mobj
x · f ′

t,x, (1)

where Mobj
x is the binary value of Mobj at pixel x.

It is important to note that physically valid integration
of camera and object flows requires object motion informa-
tion along the z-axis (orthogonal to the image plane), which
is not captured in the object flow maps. Thus, our integra-
tion process does not produce physically accurate camera-
motion flow maps. However, we experimentally found that
our framework can still synthesize videos with natural ob-
ject motions. This is made possible by the flow-conditioned
video synthesis model (FVSM), which is trained on natural-
looking videos, ensuring realistic object motions, even for
input noisy camera-motion flow maps.

Our OMSM is trained to generate non-zero flow vectors
only for dynamic objects. Therefore, we do not necessarily
need to use the mask Mobj in Eq. (1); instead, we can trans-
form the entire object motion flow maps using the camera
parameters. However, we found empirically that using the
mask Mobj improves video synthesis quality by removing
incorrectly synthesized flow vectors in static regions of fo

t .

3.2. Flow-Conditioned Video Synthesis

The flow-conditioned video synthesis stage synthesizes a
video I using the input image Is and the camera-object
flow maps F as conditions. To achieve this, our framework
utilizes FVSM, which extends the latent video diffusion
model [3] by incorporating an additional flow encoder in-
spired by the T2I-Adapter architecture [20]. Specifically, as
shown in Fig. 3(b), our model consists of a flow encoder
Ef , a denoising U-Net, and a VAE encoder and decoder.

The flow encoder takes the input camera-object flow
maps F , and computes multi-level flow embeddings:

{ξ(t,l)}T,L
t=1,l=1 = Ef (F), (2)

where ξ(t,l) is a flow embedding of the t-th frame It at level
l. Each flow embedding has the resolution of its correspond-
ing layer’s latent feature in the denoising U-Net. The de-
noising U-Net takes a concatenation of the encoded input
image and a noisy latent feature volume as input, iteratively
denoises the latent feature volume of the video. Addition-
ally, the denoising U-Net also takes the multi-level flow

embeddings by adding each of them to the feature at each
layer of the denoising U-Net. Finally, the synthesized video
frames are obtained by decoding the denoised latent feature
volume using the VAE decoder. More details on the network
architecture can be found in the supplemental document.

4. FloVD Training

FloVD utilizes two diffusion models: OMSM and FVSM,
which are trained separately. As discussed in Sec. 1, both
models can be effectively trained using a wide range
of videos with dynamic object motions without requir-
ing ground-truth camera parameters, thanks to our optical-
flow-based representation. In the following, we explain our
datasets and training strategies for our models.

4.1. Training Datasets

For training these diffusion models, we primarily use an in-
ternal dataset containing 500K video clips, and its subset
of video clips without camera motions. We refer to these
as the full dataset and the curated dataset, respectively. The
full dataset contains scenes similar to those in the Pexels
dataset [1]. The curated dataset contains around 100K video
clips. For training OMSM, we use both datasets, while for
training FVSM, we use only the full dataset.

Training the diffusion models in our framework requires
optical flow maps for each video clip. We estimate the opti-
cal flow maps using an off-the-shelf estimator [28], and use
them as the ground-truth object flow maps for OMSM, and
the camera-object flow maps for FVSM.

The curated dataset is generated through the following
process. For each video clip in the full dataset, we first de-
tect the static background region from the first frame using
an off-the-shelf semantic segmentation model [23]. Next,
we compute the average magnitude of the optical flow vec-
tors for all video frames within the background region. If
this average magnitude is smaller than a specified thresh-
old, we consider the video clip to have no camera motion
and include it in the curated dataset.

4.2. Training Object Motion Synthesis

OMSM is trained in two stages. The first stage initializes the
model with the parameters of a pre-trained video diffusion
model, and trains the model on the full dataset. The second
stage fine-tunes the model using the curated dataset with-
out camera motions. During training, we update only the
parameters of the denoising U-Net, while fixing the param-
eters of the VAE encoder and decoder. We train the model
via denoising score matching [16].

The two-stage approach helps overcome the domain dif-
ference between the video synthesis task of the pretrained
model and the object motion synthesis task, allowing for ef-
fective learning of object motion synthesis from the small-
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Figure 4. Object flow maps synthesized by OMSM trained on the
full dataset (left), and the curated dataset (right). White indicates
optical flow vectors with no motion.

scale curated dataset. Fig. 4 shows an example of synthe-
sized motions after the first and second training stages. Af-
ter the first stage, OMSM is effectively trained to synthesize
object motion flow maps, but they exhibit camera motions
in the background. After the second stage, the model can
successfully synthesize object motion flow maps with min-
imal camera motions.

4.3. Training Flow-Conditioned Video Synthesis

We initialize FVSM using the parameters of a pretrained
video diffusion model [3]. Then, we train only the flow en-
coder while fixing the other components. Similar to OMSM,
we train FVSM via denoising score matching [16]. While
the optical flow maps are directly estimated from video
datasets in the training time, the camera-object flow maps
used in the inference time are synthesized through 3D warp-
ing and OMSM. Nevertheless, both optical flow maps con-
tain camera and object motions in the form of flow vectors,
enabling the FVSM to effectively produce natural videos
with the desired camera motion.

5. Experiments
5.1. Implementation Details

FloVD synthesizes 14 video frames at once, following Sta-
ble Video Diffusion [3]. We use a resolution of 320 × 576
for both video frames and optical flow maps. FVSM is
trained for 50K iterations with 16 video clips and their op-
tical flow maps per training batch. OMSM is trained on the
full dataset for 100K iterations and then fine-tuned using
the curated dataset for 50K iterations, with 8 optical flow
maps per training batch. Inspired by T2I-Adapter [20], we
use a quadratic timestep sampling strategy (QTS) in training
FVSM for better camera controllability (Tab. 4). For stable
training and inference of FloVD, we adaptively normalize
optical flow maps based on statistics computed from the
training dataset, following Li et al. [19]. Refer to the sup-
plemental document for more implementation details.

5.2. Evaluation Protocol
Camera controllability. We employ the evaluation proto-
col of previous methods [11, 42] for the camera controllabil-
ity. Specifically, for an input image and camera parameters,
we first synthesize a video. We then estimate camera param-
eters from the synthesized video using GLOMAP [21], and
compare the estimated camera parameters against the input

parameters to evaluate how faithfully the synthesized video
follows the input camera parameters. For the evaluation
dataset, we sampled 1,000 video clips and their associated
camera parameters from the test set of RealEstate10K [43].

To evaluate estimated camera parameters against input
ones, we measure the mean rotation error (mRotErr), mean
translation error (mTransErr), and mean error in camera ex-
trinsic matrices (mCamMC), which are defined as:

mRotErr =
1

T

T∑
t=1

cos−1 tr(R̂tR
T
t )− 1

2
,

mTransErr =
1

T

T∑
t=1

∥τ̂t − τt∥, and

mCamMC =
1

T

T∑
t=1

∥[R̂t|τ̂t]− [Rt|τt]∥2,

(3)

where T is the number of video frames. R̂t and τ̂t are
the camera rotation matrix and translation vector estimated
from the t-th synthesized video frame, and Rt are τt are
their corresponding input rotation matrix and translation
vector, respectively.

Video synthesis quality. We evaluate the video synthe-
sis quality in terms of (1) sample quality and (2) object
motion synthesis quality. To evaluate the sample quality,
we first construct a benchmark dataset using 1,500 real-
world videos randomly sampled from the Pexels dataset [1],
which we refer to as ‘Pexels-random.’ To evaluate model’s
capability of diverse object motion synthesis, we construct
three benchmark video datasets with small, medium, and
large object motions, each containing 500 video clips with
minimal camera motions to avoid potential bias caused by
camera motion. The datasets are categorized based on the
average magnitudes of the optical flow vectors of moving
objects: smaller than 20 pixels (Pexels-small), between 20
and 40 pixels (Pexels-medium), and more than 40 pixels
(Pexels-large). More details on the benchmark datasets can
be found in the supplemental document.

To evaluate the video synthesis quality, we synthesize
videos using the first frames of videos in the aformen-
tioned benchmark datasets and compare these synthesized
videos with the datasets. While our method’s video synthe-
sis quality is minimally affected by these parameters, pre-
vious methods that synthesize video frames directly from
them might be more influenced. To account for this, we uti-
lize seven types of camera trajectories during video synthe-
sis: translation to the left, right, up, and down, as well as
zoom-in, zoom-out, and no camera motion (‘stop’). Conse-
quently, for all models, we generate seven videos for each
video included in the benchmark datasets. Finally, we eval-
uate the video synthesis performance of a given method
through the Frechet Video Distance (FVD) [29], Frechet
Image Distance (FID) [13], and Inception Score (IS) [24].
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Figure 5. Qualitative comparison of camera control using the RealEstate10K test dataset [43]. MotionCtrl [33] often fails to follow the
input camera parameters. Notably, our method shows accurate camera control results despite not using camera parameters in training.

Training Data mRotErr (◦) mTransErr mCamMC
MotionCtrl RE10K 5.90 0.1610 0.1719
CameraCtrl RE10K 1.44 0.0927 0.0945
Ours RE10K 1.43 0.0869 0.0887
Ours Internal 1.79 0.0994 0.1018
Ours w/ OMSM RE10K 1.52 0.0971 0.0989
Ours w/ OMSM Internal 1.88 0.1042 0.1066

Table 1. Quantitative evaluation of camera controllability using the
RealEstate10K test dataset [43]. Our method shows superior cam-
era control performance against previous methods [11, 33], even
without using camera parameters in training.

5.3. Comparison

We compare our method with recent camera-controllable
video synthesis methods, MotionCtrl [33] and CameraC-
trl [11], both of which support detailed camera control by
taking camera parameters as input. Additional comparisons
with other methods that support basic camera movements
can be found in the supplemental document.

Camera controllability. We first compare the camera
controllability of our method against MotionCtrl [33] and
CameraCtrl [11]. Both MotionCtrl and CameraCtrl were
trained on RealEstate10K [43], which provides no object
motions but a wider range of camera motions than our
full dataset. For a comprehensive comparison, we evaluate
four versions of our model. Specifically, we train FVSM
on either our internal dataset or RealEstate10K, but without
utilizing the ground-truth camera parameters available in
RealEstate10K. We also include variants of our model with
and without OMSM as RealEstate10K contains only static
scenes without moving objects. In this evaluation, OMSM
is trained using our internal dataset.

As shown in Fig. 5, MotionCtrl [33] produces video
frames that do not accurately follow the input camera tra-

jectories due to its suboptimal camera parameter embedding
scheme. On the other hand, both CameraCtrl [11] and ours
accurately reflect the input camera parameters, and produce
video frames that closely resemble the ground-truth frames.

As reported in Tab. 1, our model trained on
RealEstate10K [43] outperforms both MotionCtrl and
CameraCtrl across all metrics. Moreover, our other models
show comparable performances to CameraCtrl, while using
the internal dataset and incorporating OMSM slightly in-
crease errors due to domain differences and object motions.
These results prove the effectiveness of our camera control
scheme based on optical flow.

Video synthesis quality. We also compare the video syn-
thesis quality of our method with previous ones [11, 33].
Fig. 6 shows a qualitative comparison, including X-t slices
to visualize pixel value changes over time, computed from
the positions marked by the red lines. In this compari-
son, we synthesize videos using camera parameters without
any motion, mainly to compare the video synthesis quality.
CameraCtrl [11] produces results with no object motions,
as shown in its X-t slices. MotionCtrl [33] produces arti-
facts with inconsistent foreground and background regions,
as marked by blue arrows. These artifacts result from the
limited generalization capability, since MotionCtrl updates
certain pre-trained parameters of the video diffusion model
during training. Unlike these methods, our method produces
high-quality videos with natural object motions.

The superior performance of our method is also evi-
denced by the quantitative comparison in Tab. 2. For the
Pexels-random dataset, our method reports better sample
quality against the previous methods [11, 33]. These results
prove that our method does not harm the video synthesis
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Figure 6. Qualitative comparison of video synthesis quality. Video frames are synthesized with ’stop’ camera motion. X-t slice reveals how
pixel value changes over time along the horizontal red line. MotionCtrl [33] often fails to follow input camera trajectory and synthesizes
video frames with artifacts, due to the lack of generalization capability. CameraCtrl [11] frequently synthesizes motionless object in
generated videos. Our method synthesizes video frames with natural object motion while supporting precise camera control.

Pexels-random Pexels-small (< 20) Pexels-med. (< 40) Pexels-large (≥ 40)
FVD FID IS FVD FID IS FVD FID IS FVD FID IS

MotionCtrl 93.54 36.06 11.19 235.39 28.94 10.53 214.47 25.76 10.74 188.89 25.84 11.71
CameraCtrl 151.06 40.69 11.23 226.40 25.57 10.63 328.71 24.54 10.76 340.36 25.53 11.68
Ours 91.55 35.66 11.63 220.65 22.49 11.58 183.14 20.71 11.68 207.39 21.12 12.95

Table 2. Quantitative evaluation of video synthesis quality using
the Pexels dataset [1]. Our method shows superior video synthesis
performance against previous methods [11, 33].

quality of the pre-trained video diffusion model, compared
to the previous ones.

Our method also achieves better performances for the
benchmark datasets of object motion synthesis quality
(Pexels-small, Pexels-medium, and Pexels-large), as re-
ported in Tab. 2. While CameraCtrl exhibits significantly
degraded quality for large object motions (Pexels-large),
our method achieves substantially better results for all three
benchmark datasets. MotionCtrl often fails to follow input
camera parameters, synthesizing videos where the view-
point remains close to the input image. This may lead to
good FVD scores, as the synthesized videos align well with
the minimal camera movement present in most benchmark
videos. However, as shown in Fig. 6, MotionCtrl often pro-
duces visual artifacts in the synthesized videos. More visual
examples for these artifacts can be found in the additional
qualitative comparison of the supplemental document. Fur-
thermore, our method, which employs a timestep sampling
strategy from the EDM framework [16], outperforms previ-
ous methods across all metrics, as demonstrated in Tab. 3
and Tab. S1 of the supplemental document.

5.4. Further Analysis
Ablation study. We conduct an ablation study to verify
the effect of our main components: OMSM, and training
with a wide range of real-world videos, both of which are
made possible by our optical-flow-based framework. We
utilize our models trained with two different timestep sam-
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Figure 7. Qualitative ablation with ’zoom-out’ camera motion. X-t
slice reveals pixel value changes along the horizontal red line.

Training Timestep Pexels-random
Data Strategy FVD (↓) FID (↓) IS (↑)

Baseline RE10K QTS 157.99 39.61 11.19
+ OMSM RE10K QTS 104.92 36.33 11.51
+ large-scale data Internal QTS 91.55 35.66 11.63

Baseline RE10K EDM 148.42 39.92 11.23
+ OMSM RE10K EDM 95.31 36.90 11.43
+ large-scale data Internal EDM 80.74 35.65 11.73

Table 3. Ablation study of our main components with the evalua-
tion of video synthesis quality using the Pexels-random dataset.

pling strategies for in-depth analysis under different set-
tings. In Fig. 7, the baseline model indicates a variant of
our model that has no OMSM (i.e., only FVSM) and is
trained on RealEstate10K [43]. ‘+ OMSM’ indicates a vari-
ant model with OMSM, while its FVSM is still trained on
RealEstate10K. OMSM is trained using our full and curated
datasets. ‘+ large-scale data’ is our final model where both
OMSM and FVSM are trained using our datasets.

As shown in Fig. 7(a), the baseline model does not syn-
thesize noticeable object motions. Introducing OMSM en-
ables our framework to generate object motion, but it also
occasionally produces artifacts for moving objects as shown
in Fig. 7(b). Our final model produces natural-looking ob-
ject motions without noticeable artifacts (Fig. 7(c)). Tab. 3
also shows similar trends that introducing each component
to our framework consistently improves evaluation metrics
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Warped frames Synthesized frames

Figure 8. Explicit camera control. Our model can follow the
warped frames while handling artifacts such as holes, which are
caused by imperfect 3D structure estimation.

mRotErr (◦) mTransErr mCamMC
Ours w/ EDM 1.70 0.0983 0.1010
Ours w/ QTS 1.43 0.0869 0.0887

Table 4. Timestep sampling strategies for camera controllability.

for Pexels-random. Additional quantitative ablation study
can be found in Tab. S1 of the supplemental document.

Flow-conditioned video synthesis. Our method gener-
ates camera flow maps using the 3D structure estimated
from an input image, then feeds them to FVSM. To better
understand our framework, Fig. 8 presents visualizations of
warped images using the estimated 3D structure and camera
parameters, alongside their associated video synthesis re-
sults produced by FVSM. As shown in the figure, 3D-based
image warping may introduce distortions and holes, yet still
provides realistic-looking images. This result indicates that
leveraging the 3D structure can serve as a powerful hint for
camera-controllable video synthesis. Fig. 8 also shows that
our flow-conditioned video synthesis successfully produces
realistic-looking results that closely resemble the warping
results, but without artifacts such as distortions and holes.

Timestep sampling strategy. As stated in Sec. 5.1, we
adopt the quadratic timestep sampling strategy (QTS) for
better camera controllability, instead of the timestep sam-
pling strategy of the EDM framework [16] used in Sta-
ble Video Diffusion [3]. Our model using QTS shows
slightly compromised video synthesis quality compared to
our model using EDM (Tab. 3). Nevertheless, our model
with QTS still demonstrates better performance than the
previous methods (Tab. 2). Moreover, QTS enhances the
camera controllability of FVSM (Tab. 4). This improved
camera controllability results from increased chances of
training with highly noised data, allowing our model to
effectively leverage flow conditions for structural content
generation.

5.5. Applications
Temporally-consistent video editing. Our framework
using FVSM enables temporally-consistent video editing at
no extra cost. A video can be edited as follows. First, we
obtain optical flow maps from the video by using an off-
the-shelf optical flow estimator [28]. We then edit the first
frame of the input video using an off-the-shelf image edit-
ing tool, e.g., InfEdit [36]. We synthesize a video by using
FVSM with the edited first frame and estimated optical flow
maps as inputs. As shown in Fig. 9, this simple strategy us-
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Figure 9. Temporally-consistent video editing.

Frame 1 Frame 14Frame 8

Figure 10. Video synthesis results with the dolly zoom effect.

ing our framework can produce temporally-consistent video
editing results, thanks to our optical-flow-based approach.

Cinematic camera control. Thanks to its 3D-awareness,
our framework enables complex camera controls such as the
dolly zoom. The dolly zoom is a camera technique where
the camera moves forward while simultaneously adjusting
the zoom in the opposite direction. To achieve this, we syn-
thesize videos with control over both the camera’s intrinsic
and extrinsic parameters. Fig. 10 shows a synthesized video
with the dolly zoom effect, where the subject remains a sim-
ilar size while the background appears to converge inward.
Notably, our framework achieves this without being trained
on video datasets containing camera intrinsic parameters
that vary across frames.

6. Conclusion

This paper proposed FloVD, a novel optical-flow-based
video diffusion model for camera controllable video gener-
ation. Since existing methods require a training dataset with
ground-truth camera parameters, they are mainly trained
on the restricted datasets that primarily consist of static
scenes, leading to video synthesis with unnatural object mo-
tion. Unlike previous methods, our method leverages optical
flow maps to represent both camera and object motions, en-
abling the use of arbitrary training videos without ground-
truth camera parameters. Moreover, our method facilitates
detailed camera control by leveraging background motions
of optical flow, which encodes 3D correlation across differ-
ent viewpoints. Our extensive experiments demonstrate that
FloVD provides realistic video synthesis with natural object
motion and accurate camera control.

Limitations. Our method is not free from limitations. Er-
rors from both the object motion synthesis model and the
semantic segmentation model may result in unnatural ob-
ject motion in the synthesized videos. The estimation error
of segmentation model can be alleviated through user inter-
action by providing point prompts for object regions. Our
future work will involve a seamless integration of camera
and object motions to synthesize more natural videos.

8



Ethical considerations. FloVD is purely a research
project. Currently, we have no plans to incorporate FloVD
into a product or expand access to the public. We will also
put Microsoft AI principles into practice when further de-
veloping the models. In our research paper, we account for
the ethical concerns associated with video generation re-
search. To mitigate issues associated with training data, we
have implemented a rigorous filtering process to purge our
training data of inappropriate content, such as explicit im-
agery and offensive language, to minimize the likelihood of
generating inappropriate content.
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